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Abstract—Improving latency is the key to a successful online describes our proposed server selection algorithms. The pe

game-playing experience. With the use of multiple serverslang formance of proposed algorithms is given in Section IV.
with a well-provisioned network it is possible to reduce the Conclusions are drawn in Section V.

latency. Given a network of servers, game clients, and a dee

delay bound, we have designed algorithms to determine the 11. SYSTEM MODEL AND PROBLEM FORMULATIONS
subnetwork of servers whose cardinality is minimal. We have

considered the cases wherein the subnetwork architecturesia A Types of Communication
client-server and a peer-to-peer. We have also provided exlustive A nodein a network is a computing system that participates
empirical evaluations of our algorithms and compared their ;, ommunication and computational activities relatingtte
performance with the optimum. Experimental results show that . . . .
our polynomial-time algorithms could find good solutions quckly. ~9ame. In th.e following d|sc-u55|on, we refer. tockent as a
computer with the software installed for playing the gana th
renders and presents the game states to the user [10].
|. INTRODUCTION The network architecture for the online game dictates the
mechanisms to maintain the game states. Generally it could
Networked Virtual Environments (NVEs) such as Massivelje classified into two types according to the communication
Multiplayer Online Role Playing Games (MMORPG) whereifnodels:client-server (centralized) angbeer-to-peer.
a number of users interact with each other through the latern consider the scenario in which all clients must obtain the
have become commonplaces. While the number of userssisite of the game. In a client-server architecture, all ®ven
growing, technological challenges arise with real-time-o generated by the clients are sent to a central server firsh Th
straint being one of them. Realtimeness is one of the impbrtghe central server computes the new state of the game and
factors related to game-playing experience. For exampienw sends necessary updates to the clients. In this archiéeater
a player performs an action in a game, the action must tafgfine the latency to update an event to be the maximum time
effect within a short period of time, otherwise users maystgjifference between generation of an event and propagation o
playing and leave the game [1], [2]. the resulting game state to all the clients. Most FPS games or
Researches have been done on traffic analysis and modeNMgORPGs such as Quake 4 [17] and World of Warcraft [21]
[19] and user behaviors under different network quality. [2];se this approach. Note that in this architecture, the nadds
There are also researches on proposed architectures fer hiiks involved form a tree with the central server as the root
virtual environments or online games [11], [9], [15]. Event |n a peer-to-peer approach, the users play the gaitheut
synchronization protocols which are important to maintain a central server. All the messages are exchanged between the
consistent game are proposed in [4] [6]. participants directly and the new state of the game is coetput
In this paper, we present several heuristic server selegt-each client. Hence we define the latency as the largest
tion algorithms (subnetwork construction) utilizing thely communication delay between each pair of clients. Strategy
provisioned server networks that take into consideratigfames such as StarCraft [18] use this approach.
Client-Server architecture (Algorithm 1, 2), Peer-to+Pae Both architectures require some synchronization mechanis
chitecture (Algorithm 3) and the delay constraints. Thigety to restore the order of the events. However, a peer-to-peer
of problems are a type afeiner tree problems with additional approach is less-scalable due to the direct message exthang
constraints and their extension. Our algorithm for finding and requires more sophisticated synchronization methods t
peer-to-peer subnetwork with a desired delay bound guegantmaintain a persistent game state due to the lack of a central
to find such networks for a large classes of these bounds. ¥éntrol [5].
show that the thaZoom-in Zoom-out (ZIZO) technique by  There are other architectures. Multiserver architectsre i
Lee et. al [10] can sometimes fail to find such subnetworks variation of the client-server architecture. It is uspall
for delay bound for some of these classes of bounds. implemented in MMORPG with each server being responsible
The paper is organized as follows. In Section Il, we dider a portion (e.g., a region) of the game [7]. Mirrored serve
cuss the system model and problem formulations. Section #iichitecture is a hybrid architecture consisting of clisetver



architecture and peer-to-peer architecture [3] [4] [6].lfyile  the length of a game session is long enough so the users could
mirrored servers are deployed geographically instead oftake benefit of the pre-arranged server communications. We
single server. A client could pick one of the mirrored sesveuse C, = {c1,...,,c,} to denote the set ofn clients (also

to join the game. These mirrored servers cooperate and rudistributed geographically) participating in the same gam
synchronization protocol to maintain a consistent gamee stasessioryg. In the same exampl€), = {a, b, c,d, e}.

We mainly focus on the basic architectures (client-server3) Accessing the Servers: We assume that there exists an
and peer-to-peer) since our concern is the realtimeness. Thternet link (which has higher latency w.r.f7) between each
measurement of realtimeness for other architectures a@re phair of servers; and clientc; with the latencyd.(c;, s;). Let
same as the two basic architectures. B = {(ci,sj)|c;i € Cy,s; € S} be the set containing all the
links between the clients and the servers. Note that in a game
session withn servers andh clients,|B| = m xn. In addition,

We borrow the terminologies and notations from [10], [20fhe setsS, C' and B could be visualized as a complete bipartite
to describe Server Selection Problems (SSP). graph with disjoint vertex sets of users,S of possible contact

v servers andB are the edges between the two disjoint vertex

@ We”’p"’ws"’"ed sets. In Fig. 1 example = {(z,Y)|x € {a,b,c,d,e},Y €
- {A,B,C,D, E}}.

In the client-server model, one of the server nodes will be
chosen as the central server while other servers as rotitegs.

. - AE servers are connected by a well-provisioned network. Now al
o S @ the clients can connect (a) directly to the central serventh
@ @ (© X an Internet path, or (b) to some other sever (again through
Fig. 1. An example of a game session with the set of sengrs=  an Internet path) which in turn connects to the central serve
{A,B,C, D, E} and the set of client€, = {a,b,c,d,e}. The bold lines through a path on the well-provisioned network. Because of
represent the Well-provisioned network betv_veen the seraed the dotted the presence of the WeII-provisioned network, it is pOSSibht
lines represent Internet links between the clients and ¢neess. .
latency from (a) can be more than that of (b). An example is

1) Server Network: Server network has been modeled as ashown in Fig. 2. LetB be the central server, the latency for
overlay network [13] [14] [15] on the existing Internet oras clienta is 55 in case (a). It is reduced &) in case (b).
private network dedicated to the game [10]. We use the second
assumption and assume that our server network is a well-
provisioned network capable of providing low latencies @ i
links. We use an undirected weighted gragh= (S, F,w) to
denote this network. The major advantage of such network is
that the game provider will be able to use custom protocols
and routing algorithms on the network.

Let S = {s1,...,s,} be the set ofn servers. A central
server refers to an entity that is capable of collectivelyig. 2.  An example of an assignment in Fig. 1. The numbers tdetie
maintaining a persistent state of an instance [10]. We alktencies of links.
assume that a server also has the capability to route thel) Assignments: In order to participate in a game session,
packets to their destinations which could be another senaach cliente; is connected to one of the servess which
or a client. The servers are distributed geographically aade calledcontact servers in [10], [20]. Contact servers are
connected through a set of well-provisioned links with responsible for forwarding the packets to their destimetio
the edge latency functiomw : E — R*. An example This defines a one-to-one mapping from the clients to the
is shown in Fig. 1 withS = {A,B,C,D,E} and E = servers and it is calleserver allocation in [10]. We call it an
{(4,B),(A,E),(B,(),(B,D),(C,D), (D, E)}. assignment in this paper. We usél, to denote the assignment

In practice, each of the server could be formed by a set fofr some game sessian Clearly, A, C B. An assignment is
computers and routers to achieve the functionality andtésta a semi-matching [8], [12]. A possible assignment is shown in
at different ISPs for the network requirements. Fig. 2 for the example in Fig. 1.

2) Clients: The clients are formed by the set of players Given a desired latency bound, our goals will be to design
involved in the same game session. The number of clients imlgorithms that not only obeys this delay bound, but alsgpg&ee
single game session is typically betwezihand80; examples the number of server used as small as possible. Hence it is not
include World of Warcraft raid or battleground [21]. Largenecessary to find the assignment with minimum latencies. By
number of game sessions are in execution at the same tiassigning the clients cleverly, an assignment with lessbrarm
and the length of each game session depends on the type ofadthservers could be found. For example, in Fig. 2, assume
game. A typical World of Warcraft raid could takgo 4 hours that B is the central server and the delay boundjis Three
with minor changes to the membership, on the other handserver are used if we use the assignment shown by solid lines.
typical battleground last80 minutes to2 hours. We assume But we could achieve a better assignment witlservers by

B. System Model and Terminologies
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— Assignment




assigninga to B without violating the bound.

5) Latencies. Let the set of contact servers W, the
latencies for client-server and peer-to-peer architestuare
defined below.

a. The client-server architecture is generally represeate

build a shortest path tree rootedqat= s;. Then we assign
each cliente; to a servers; such thatd.(c;,s;) + ds(s;,7)

is minimum. After all the clients are assigned as above, we
can now calculate the latency of the tree rooted;atAfter
constructing all possible trees with eaghas the root and the

a treeT with root r being the central server and whichassignment of clients as above, we choose the tree with the
denoted asT},. The delay of this treeD.,(T}) is the minimum latency [). We can construct all-pairs shortest path
maximum delay between any two clientsc; in the tree in O(n?) time wheren is the number of servers. Considering
going through the root. We also need to consider theeach server; as the root, we need to find the assignment
delay from a client to itself. Let client; be assigned to for each of them clients. For a single root; the total-time
servers,,, the latency for the client-server architecture i& complete this operation will b&(nm). Since we haver
Ds(Ty) = 2 x max(de(ci, 5¢,) + ds(se,,7)). trees to be considered we have a time-complexitg 0f2m).
The peer-to-peer architecture utilizes a subnetwokrkence the total complexity of Algorithm 1 i©(n*m) with

H = (S', E',w) containing contact servers, intermediat& > n.

servers apd the c!ients.The latency of this sybnetworklnput: G = (S,E,w), C, S

.DPQP(H) is the diameter off, Where the diameter Output: treeT’, rootr, assignment4, latencyd

is the longest shortest path and it can be denoted 2%un Floyd-Warshall algorithm oty

Dpop(H) = max(dc(ci, s¢;) +ds(5c;, S¢;) +de(cy, sc;)). 2 1= NULL, d = 00, A — ¢;

In the peer-to-peer model, the servers only act as routers Ofgreach s, € S do

the so-called game proxies in [13] [14]. The event synchrg- daw = O
nizations are done on the clients. 5 foreach ¢; € C do
C. Server Selection Problems 6 dy, = 00

foreach s, € S do
if dy, > dc(cj,si)+ ds(sk,s;) then
Assignc; to sg;
dy = de(cj, sk) + ds(Sk, 8i);

We formulateserver selection problems with real-time de-
lay constraint (SPD) for both client-server and peer-to-peer
architectures using the notations from Section II-B. Gitles
system model and a delay constrgintthe goal of SPD is to

find an assignmentl such that the number of servers used IS endend
m|n|ma_l, and 13 if dpmar < dy then
a. Client-Server (SPD-CS): the latency of the tifeeooted ,, dyow = dy:
atr induced by the assignmeunt is D.,(T}) < p. 15 end

b. Peer-to-Peer (SPD-P2P): the latency of the subgféph,
induced by the assignmertt D,s,(H) < p.
This class of problems is proven to WéP-hard by the
reduction from theset-covering problem [10].

end
if d> dpaz then
r=38;, d = dnaz;
Make current assignmemnt;

I1l. ALGORITHMS end
end

The_goal of SPD is to find an assignmer_1t such that thg Construct treel” from r and A:
delay is less than a realtime delay constraintvhose value ,, 1oty T r. T, d
w1 depends on the type of the game. Additionally, we also Algorithm 1: Exact Algorithm for SPD-CS
would like that the number of servers involved is small. We
first present a polynomial-time algorithm (Algorithm 1) for
the SPD-CS prob'em_ For a given server network topo|ogy, Our Algonthm 2is a greedy heuristic that tries to solve
this algorithm will give the minimum latency['§ that can be the the SPD-CS problem by keeping the number of servers
achieved without any consideration to the number of servefglected to a minimal. The algorithm first starts with a sngl
involved. Next we present a heuristic algorithm (Algoritin server sayr. Now the treel” consists of a single node It
for the SPD-CS taking into account the latency constraint@ssigns a set of clients to this tréeas along as the delay
(> T). Algorithm 2 attempts to reduce the number of servegonstraints is not violated. If all the clients are assigtwethe
used while satisfying the. We extend Algorithm 2 to provide nodes inT, then we are done. Otherwise, we will choose a

a solution to the SPD-P2P (Algorithm 3). All our algorithm$ervers that is a neighbor of” (a neighbor to some node in
run in polynomial-time. the tree) such that servercan serve as a contact server for a

maximum number of unassigned clients without violating the
1 constraint. Now the nodeis added to the tre®. The above
process continues until all clients are assigned. The cexitpl
of Algorithm 2 is O(n?m) with m > n. The number of
servers involved is no more than in Algorithm 1 if we set

20

A. SSP with Real-Time Delay Constraint for Client-Server
Architecture (SPD-C9)

Our idea behind finding the minimum latendy for the
SPD-CS problem is as follows. For each nogec S, we



delay constraint as the latency from Algorithm 1) ( If the communication is done in a peer-to-peer fashion, then
d(cl, Cg) = dc(cl, 81) + ds(sl, 82) + dc(CQ, 82). There are two
casesa) s lies on one of the shortest path betwegnand

s2 or (b) not. In the case of (a)d.(c1,s1) + ds(s1,82) +

Input: G = (S, E,w), C, B and delay bound.
Output: rooted tre€l’, root r, assignment4, latencyd

1 Run Floyd-Warshall algorithm ofy; dy(ca, 82) = do(cr, 51) + du(s1, 8) + do(ca, 52) + dy (52, 8) <
27 =NULL, d = oc; . In the case of (b)d.(c1,s1) + ds(s1,52) + delca, s2) <
3 foreach s; € S do de(c1,81) + ds(s1,8) + de(ca, s2) + ds(s2,8) < p. Then a
4 | dmag =0, not_done = false, found = true, SPD-CS solution could be used fo8PD-P2P with the delay
s=NULL; bound .
5 | foreachc; € C'do Based on this, we can convert the tree constructed by Al-
6 if de(cj,s:) < p then gorithm 1 or 2 to a network for peer-to-peer communication.
7 | Assigne; to s; and updatelas; The delay of such subnetwork is bound by the delay of the
8 else tree constructed from Algorithm 1 or 2.
9 | not_done = true, found = false;
10 end
11 end @
12 Mark s; as used;
13 while not_done do
14 s =NULL,Npmqz = 0; @
15 S’ = neighbors of current used servers; G
16 foreach t; e S’ do Fig. 3. Observation from an SPD-CS solution
17 Newrr = # Of clients could be assigned tg; The subnetwork construction is shown in Algorithm 3 and
18 if Newrr > Mmae then the idea follows. First we use Algorithm 2 to find an assign-
19 | 5= 5j,Tmaz = Neurr; ment as the solution to the SPD-P2P problem. Then for each
20 end pair of contact servers;, s;, the intermediate servers between
21 end their shortest path are added to the solution. Algorithm 2 is
29 foreach unassigned client ¢; € U do maz(0(n?),0(n*m)). Adding intermediate servers can be
23 it de(c;,s)+ds(s,s;) < p then done in O(n?) time if we use the all-pair shortest paths
2 | Assignc; to s and updatel,, .. ; constructed earlier. The overall complexity of this al¢fom
25 end is O(n?m) with m > n.
26 end . Input: G = (S, E,w), C, B, delay bound
27 if no unsigned clients then Output: net\(/vorkH,)assignmentél and latencyd
28 | found = true, not_done = false; 1 (T, A,r,d) = Algorithm 2 (G, C, B, j1):
29 end 2 S’ = the list of used servers id;
30 end .
. 3 H = ¢;
31 if flound then 4d=0:
32 if d > dinaa then . 5 foreachs; € S’ do
33 Make current assignmemt and updatei,, . ; 6 foreach s; # s; € S' do
34 "= Sis 7 Add s; ands; to H;
® end 8 Add all the servers and the edges on the shortest
36 end path between the; ands; to H;
37 end 9 end
38 Construct the tred” from r and 4; 10 end

39 return T, r, A, daz

Algorithm 2: Greedy Algorithm for SPD-CS 11 Update the latency;

12 return H, A, d
Algorithm 3: SPD-P2P Algorithm from Algorithm 2

B. S with Real-Time Delay Constraint for Peer-to-Peer The ZIZO algorithm in [10] which attempts to allocate the

Architecture (SPD-P2P) clients to the nearest servers and migrates them toward the
We will show that the desired peer-to-peer architecture caore serves* (that minimizes the longest shortest distance to

be constructed using the tree constructed in Algorithm 1 afi the clients) to reduce the number of servers used. Exampl

2. shown in Fig 4 illustrates the existence of an assignmert wit
Suppose we have a solution (assignmehtyith root S for the delay bound: = 16. However the ZIZO fails to find a

anSPD-CSproblem with the delay bound, lets; # so be any solution in this example fop = 18. The initial assignment

two contact servers id andc; # co be two clients assigned to gives the minimal delay of9 and the ZIZO algorithm stops.

s1, 2. Thend.(c1, $1)+ds(s1,8)+dc(ca, 82) +ds(s2,5) < p.  Our algorithms will find the solution with delay bouri@.



TABLE |

ALGORITHMS COMPARED INSPD-CSEXPERIMENT
4 . Notation  Algorithm Complexity

: alg-1 Algorithm 1 O(n?m)
alg-2 Algorithm 2 O(n?m)
v k-Best Based on k servers O(n* - n?m)
(b) &Algorithm 1
Fig. 4. (a) An example shows that ZIZO fails to find a solutioithvy, = 18
where A, B, C are servers and 1, 2, 3 are clients. (b) A shopatt tree .07
rooted at C has the depth of 9 which gives the delay bqurd 18. 4000l 520 . 82 &2
—~ 397 -7~ 6.07
o 397 520 627 _823-0
IV. PERFORMANCE EVALUATION £ S T R e 1670
%5 3000 *i10g 1367
We designed several experiments to evaluate the perfor- £
mance of the server selection algorithms. First we randomly %2000*
generated a set of networks wild), 25 and 30 servers and g
the numbers of clients30,50,80,100 and 120. For each 100 A
combination of the number of servers and clieftsdifferent 0 ‘ _ Lo keBest]
networks are generated randomly with a total of 465 differen 0 0 s of Clients 150

networks. Then we reduce the latencies on the network mf. 5. Latencies on different algorithms for 25 servefrss 1.3. The figure

servers by30% to represent the well-provisioned network. Allalso shows the average number of servers used in the solution

graphs shown in this paper are for networks with 25 servers.

The graphs for other networks are similar and removed due toThe algorithms are summarized in Table | and the results are

the space limitation. shown in Fig. 5 and 6. The results show that all the algorithms
are able to find solutions within given delay bound in differe

A. Delay Bounds cases. We also can see that Algorithm 2 uses less number of

Most of the algorithms take a parametérwhich is the servers in the assignments in comparison with Algorithm 1.

desired delay bound for the assignments. As we mention@g also found that as the delay bound increases, the number
earlier, the values of delay bound depend on the type of tBeservers used decreases (Fig. 6).

game. However, the values must be achievable for a given
network and Algorithm 1 is used to find this vallie Then D. Evaluation of SPD-P2P Algorithms

we multiply I' with a factor f(> 1.0) as the delay bound. We \we yse a similar method and the same input to evaluate

choosel.0,1.1,1.2,1.3,1.4 and 1.5 as the values of in our gpp.p2p algorithms. The algorithms compared are listed
experiments. below.

B. General Experiment Method o Algorithm 1: This algorithm is used in a client-server

We evaluate the performance of the algorithms based on Manner. o _
latency and number of servers involved. The procedure we Algorlthm 3: Our heuristic algorithm based on Algo-
used to evaluate the algorithms follows. For each different Tthm 2. _ .
input (netowk), Algorithm 1 is used to find the value Bf ~ * ZIZO: Zoom-in Zoom-out algorithm from [10].
Note thatI’ depends on the graph and hence its values aret K'best: This algorithm is similar to the SPD-CS case but
virtually unique among graphs. Aftdt for a graph is found, Algorithm 3 is used instead of 2.
different algorithms are used to find the assignments on thisThese algorithms are summarized in Table Il and the results
graph. This step is repeated with different delay boungs (are shown in Fig. 7 and Fig. 8. The results show that
which are described earlier. our heuristic algorithm could find solutions that satisfye th
, , delay bound (Fig. 7) given by Algorithm 1. But occasionally,
C. Evaluation of SPD-CS Algorithms Z1Z0O will not find a solution as we discussed earlier. In the
We compared the results from different algorithms for SPRomparison of number of serverk;Best gives best results
CS problems and following are the details of these algomthnifewest number of servers) whi#ZO is the worst (similar to
« Algorithm 1: exact algorithm used to find the minimalalg-1(CS)). Algorithm 3 falls approximately half way beteve
latency ') without considering the number of servershese two algorithms (Fig. 8).

involved.
« Algorithm 2: our heuristic algorithm which gives a solu- TABLE Il
tion within the delay boundy() using minimal number ALGORITHMS COMPARED INSPD-P2FEXPERIMENT
of servers. _ ] ]
« k-best: This algorithm is used to evaluate the goodness Notation _Algorithm complexity
f Algorithm 2. Suppose Algorithm 2 utilizes k servers alg-L Algorithm 1 Omm)
or Alg - 2UPPOS g vers, alg-3 Algorithm 3 O(n*m)
we search all the possible connected subgraphs with size ZIZO Zoom-in Zoom-out  O(nm3)
k and run Algorithm 1 to find the least latency. k-Best  Based on k servers O(n” - n’m)

& Algorithm 3
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also shows the average number of servers used in the solution

V. CONCLUSIONS
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Online game user experience could be improved by reducir%]
the latencies between the users and the servers. By buéding
network of geographically distributed servers and coringct [©]
the servers by using high-speed low-latency links, the goal
could be achieved. We designed and evaluated algorithpng
to minimize the number of servers used without violating
delay bound for a single game session. The results show
that our heuristic algorithms perform well. Although we use
multiplayer online games as an example in this researdh]

the applications are not limited to multiplayer online game

For example, networked collaborative applications such As]
audio/video conferences could benefit from proper server as
signments. Even without using the well-provisioned networ[13]
server selection algorithms could help on finding bettersvay

for routing for overlay networks.

In practice, these algorithms could be easily implementm]
since the distances matrices for the servers could be pre-

calculated and this only needs to be done once. Measuring the

; ; . : 15
latencies between each client-server pair could be chatign
Another issue needs to be considered is the change of group

membership. Our next research topic is to do server sefectio
for multiple groups and load balancing. We also plan to hang]
real-world experiments on PlanetLab [16] to evaluate ouu7)

algorithms.
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